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Abstract.

Turbulence modeling leads to a multiscale problem in which there is a very thin boundary
layer that requires most computational time for its resolution. The paper addresses a novel
approach based on non-overlapping domain decomposition. It allows us to avoid calculations
of the region with high gradients in the vicinity of the wall while retaining sufficient overall
accuracy. The technique is introduced in application to low-Reynolds number RANS models.
The domain decomposition is achieved via the transfer of the boundary condition from the
wall to an interface boundary. If the governing equations in the inner domain are simplified,
then the interface boundary conditions are of Robin type. These boundary conditions can be
obtained in an analytical form despite the fact that they are nonlinear. Possible ways to achieve
a reasonable trade-off between efficiency and accuracy are discussed.

The obtained interface boundary conditions are mesh-independent. They can be used to
avoid computationally expensive resolution of a high-gradient region near the wall. Moreover,
once the solution is constructed in the outer region, the near-wall profile can be restored if
required. In two extreme cases, if the interface boundary is too close to the wall or too far from
it, the so-constructed solution to the problem automatically corresponds to the low- and high-
Reynolds number RANS models, respectively. Different applications are considered including
unsteady problems and complex geometries. It is shown that in comparison to the low-Reynolds
number models the near-wall domain decomposition approach allows the computational time
to be reduced by one order of magnitude whilst practically retaining the accuracy.

The developed approach proved to be quite robust and relatively universal. It does not con-
tain any tuning parameters. The technique might be extended to other multiscale problems.
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1 INTRODUCTION

Numerical modeling turbulent flows near walls is still computationally very expensive. The
problem is that nearby the wall there is a very thin laminar boundary layer due to the no-slip
boundary condition and damping effect of the wall. The thickness of the laminar sublayer is
about 1% of the entire thickness of the boundary layer. However, resolution of this region takes
up to 90% of the total computational time [[17] because of high gradients of the solution. One
possible way to avoid this problem is the use of high Reynolds number (HRN) models. In this
case the flow structure above the laminar sublayer is deliberately not resolved. Instead of this the
solution is represented by approximate boundary conditions which are usually set at the nearest
to the wall cell. Such Dirichlet boundary conditions are often called the wall functions. In the
core flow the governing Reynolds Averaged Navier-Stokes rquations (RANS) do not depend on
the distance to the wall in contrast to the original low Reynolds number (LRN) RANS models.
Thus, all information on the wall is supposed to be included in the wall functions. As noted in
[L1]], this approach should be treated as a domain decomposition in which the solution in the
inner near-wall layer is replaced by the wall functions.

As mentioned above, the wall functions represent an approximate solution in the inner layer.
They can be obtained in one way or another one. First wall functions were based on the analyt-
ical solution for a plate [18]], [12]] and its semi-empirical modifications (see e.g. [13], [14]) to
make them more universal. More advanced wall functions such as [15], [16] are not restricted
by approximate local solutions. They take into account the solution in the outer (core) region
via iterations. The solution in the inner region is obtained by solving boundary layer equations
either numerically or analytically. In the latter case the solution of the governing equations
is supposed to be approximate. In this case a domain decomposition can be realized with a
Dirichlet-Dirichlet (D-D) iterative algorithm [19].

As shown in [9], the interface boundary condition (IBC) between the inner and outer regions
can be obtained via transfer the boundary condition from the wall to the interface boundary. In
this approach, the wall boundary conditions and governing equations are equivalently replaced
by the IBC [10]. If the governing equations in the inner layer are of boundary-layer type and
locally one-dimensional, the transfer of boundary condition can be exactly realized [10]. One
can prove that in the case of a Dirichlet boundary condition set at the wall the IBC is always
of Robin type. In a more general formulation the IBC must be nonlocal in both space and time
[71, [3]. In [[7] for a model equation it is demonstrated that if the flow along the wall changes
rapidly enough, then the IBC must be nonlocal, otherwise essential effects can be lost. In turn,
in [3] for a model unsteady equation it is shown that if the solution is essentially unsteady, then
the IBC must be nonlocal in time and contain a memory term. In [4] the approach was success-
fully applied for modeling laminar-turbulent transition. In general the opportunity to replace
the solution in the inner region by an interface pseudo-differential equation follows from the
theory of generalized Calderén—Ryaben’kii’s potentials that are proved to be projections [8]].
The technique of boundary condition transfer can be applied to the LRN models straightfor-
ward [S]. In this case the distance between the interface boundary and wall is the parameter
reflecting the trade-off between the accuracy and time consumption [[1]. As shown in [1], in
comparison with the LRN models the near-wall domain decomposition approach can reduce
the computational time by one order of magnitude whilst the accuracy dropping by about 1%.
In [1]] the near-wall domain decomposition technique was implemented with different RANS
models and successfully applied to a few industrial problems.

In the current paper the approach is described in a general formulation. The algorithm of
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realization is given in detail. The approach is compared against standard methods. Examples of
practical applications are provided. Some prospectives for future realization are also discussed.

2 NEAR-WALL DOMAIN DECOMPOSITION

Consider first a domain decomposition for a 1D non-linear equation defined in an interval
Q:=10, y:

Ly(U) = f, ey
U (0) = U, 2)
U (ye) = Un.
where £, is a non-linear differential operator of second order.
Next, we split the interval 2 into two intervals Q~ := [0, y*] and Q" := [y*, y.]. To transfer

the boundary condition from the wall (y = 0) to y = y* one can use the nonlinear potentials
introduced in [[6]. The IBC is formulated as follows:

Uy =¥(U, f). 3)
Although being exact, such a boundary condition is essentially nonlinear and not easy to be

used.

To simplify the IBC, presume that in the inner region the governing equation is of boundary-
layer type: L,(U) = d%(,uU ), where p is the efficient viscosity coefficient, then the IBC is
reduced to a Robin boundary condition formulated at y* [10]:
U—-U . LiIsy — Iso

[1 ,Uf’< [1 ’

where Iy = [/ dy, Isy = [ fdy, Isa = [} 5 [¢ fdydy, p* = p(y).

U' =

“4)

In 1D case the boundary equation (4)) fully replaces the solution of the problem in the inner
region (2~ for the outer region 2*. This means the solution of boundary value problem (1)),
(2) must satisty equation (). In turn, it is easy to prove that condition (4) is unique. In the
linear case equation () would be totally independent of the solution in the outer region. In our
consideration the dependance is weak. It is only revealed via the turbulent viscosity coefficient
that depends on the solution in the entire region. It is worth noting that it is impossible to obtain
the solution in the outer region without the solution in the inner region. However, it is possible
to transfer the boundary condition from the wall to the interface boundary without knowledge
of the solution in the outer region even in the nonlinear formulation. In turn, it is impossible to
obtain the solution in 2~ with boundary condition @) because this condition is the consequence
of the governing equation and wall boundary condition.

The IBC are formulated in a universal form (4)) for all variables but the normal to the wall
velocity. The problem is that the conservation law of mass is not directly used in the IBC. It
might be violated if the approximation does not guarantee the integral conservation law in the
inner region as a whole. In this case a Dirichlet boundary condition for the normal velocity
suggested in [[1] can be used.

To obtain the solution in the entire region via the near-wall domain decomposition, the proce-
dure is the following. First, one should obtain the solution in the outer region 2 with boundary
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condition (@) at the left-hand side. Next, a boundary value problem (BVP) is to be solved in the
inner region Q" with the Dirichlet boundary condition at the right-hand side. This boundary
condition becomes known once BVP in the outer region has been solved. It is not always nec-
essary to solve the BVP in the inner region since the friction at the wall is immediately related
with the friction 7, at the interface boundary:

Yy
Tw = 1Y) —— —/O fdy. (5)

In boundary equation ({4)), 4 represents the sum of laminar and turbulent viscosity coeffi-
cients. It is to be noted that the IBC (4) is exact even in the nonlinear case when the turbulent
viscosity coefficient, j;, depends on the solution. To simplify the use of boundary condition
(), one can use available approximations for j; nearby the wall. Some examples are given in
[[1]. Apart from a piece-wise linear approximation used in [135] for the analytical wall functions,
the others are nonlinear because they depend on the wall friction.

Thus, the entire algorithm is as follows:

19. Select an approximation for the near-wall turbulent viscosity coefficient ;.

20, Select an initial approximation for 7,, (for nonlinear approximations of i,).

3°. Calculate IBC (4).

49, Solve BVP in the outer region with the IBC.

5°. Update 7, via

6°. Update the near-wall turbulent viscosity profile.

7°. Repeat the procedure from stage 3.

If necessary, in stage 5 BVP in the inner region can be solved with Dirichlet boundary con-
ditions at y* obtained from the solution in the outer region. The governing equations in the
inner region are sufficient to calculate the turbulent viscosity coefficient. In this case, stage 1
can be avoided. In multidimensional case, the IBC can be nonlocal [7]. Alternatively, in the
inner region the governing equations can be of boundary-layer type because nearby the wall the
normal derivatives are predominant. In this case, the transfer of boundary conditions can be
locally one-dimensional.

It is interesting to compare the approach against the advanced-wall-function techniques [15]],
[L6]]. First, one should note that the wall functions are only applied to the HRN models. The key
point is that the interaction between the inner and outer regions is carried out via D-D iterative
methods. As noted above, the IBC (@) is unique regardless the approach. This means in the
D-D algorithms with wall functions the derivative U’ is taken from the previous iteration. Since
it is a leading term, the number of iterations should significantly increase. In turn, this damages
the robustness. In the linear case the near-wall domain decomposition would be exact and not
require iterations in contrast to the D-D algorithm. In the linear case the near-wall domain
decomposition would be exact and not require any iterations in contrast to the D-D algorithm.
It is to be noted that the IBC are mesh independent. They are formulated in a differential form.
The coefficients in the IBC can be calculated either analytically or numerically. In the latter case
the mesh in the inner region is not related with the mesh in the outer region at all. Therefore,
the IBC can be easily implemented in a code via a separate routine.

As mentioned above, the introduced technique can be applied to LRN RANS models straight-
forward. If in the inner region the problem is solved approximately, then there is a trade-off
between the computational time and accuracy. Consider two extreme cases. If y* tends to zero,
then the solution model becomes equivalent to the LRN model. However, the effect of the ap-
proach vanishes. In turn, if y* is big enough, then the computational time should significantly
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drop by the cost of accuracy. In this case the approach becomes similar to HRN models with
respect to the accuracy of prediction because the laminar sublayer region is not resolved.

The approach represents an approximate non-overlapping near-wall domain decomposition
(NDD). It is natural to expect that the computational time with the NDD should significantly be
less than that without it. The justification is the following. The computational time to inverse
an operator is proportional to its condition number. One can show that in the case of the Navier-
Stokes equations the condition number is approximately proportional to the ratio between the
maximal and minimal space steps squared. For the sake of simplicity, consider a mesh which is
adaptive in the direction normal to the wall. Obviously, the condition number in the outer region
should decrease rapidly as y* increases so should do the computation time. In turn, since the
inner region is only approximately resolved, the error of prediction should inevitably decrease.

The trade-off between the computational time and accuracy was investigated in [1] for a
two-dimensional asymmetric diffuser test case. The sketch of the diffuser is given in Fig. 1.

In Figure 2 a relative computational time is shown for the SST model [20]. Here, e represents
a relative error in computation of the skin friction. One can see that the near-wall domain
decomposition can reduce the computation time by one order of magnitude whilst the error is
just about one percent. The approach with the wall functions requires approximately the same
time but the error is above 100% in this case. The results are shown for the SST model (LRN),
NDD and scalable wall functions [[13] (HRN).

The skin friction distribution along the inclined wall at different y* is given in Figure 3.
The solid dot line represents the experimental results by Buice and Eaton [21]. Computational
results demonstrate that dependence of the solution on y* is not essentially sensitive to y* [[10],
[S], [0, [2] if y* is small enough. The variation of y* by one order of magnitude leads to
the change of the solution as much as a few percent. Thus, a reasonable value of y* can be
easily evaluated from either general information of the solution to be obtained or preliminary
calculations on a coarse mesh.

In the future the approach can be extended to unsteady problems and nonlocal effects. Pre-
liminary development of this technique was carried out in [3] and [3]], respectively.
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Figure 1: Two-dimensional asymmetric diffuser.
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Figure 2: Trade-off between the accuracy and computational time for a two-dimensional asymmetric diffuser
[1]. Low-Reynolds number SST model (LRN) [20], near-wall domain decomposition (HRN) and scalable wall
functions (HRN) are used. e is the relative error of prediction with respect to LRN.
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Figure 3: The skin friction distribution along the inclined wall of the diffuser for different y* [1].
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